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The developed methods
◼ creating complete orthogonal semantic spaces, as 

expert assessment models;

◼ comparative analysis of expert assessment models;

◼ studying structural composition of models’ sets 
(clusterization);

◼ creating generalized models of experts’ 
assessments;

◼ determining rating points of objects and groups of 
objects in the frame of several characteristics;

◼ making multiple hybrid fuzzy least-squares 
regressions (linear and nonlinear) based on the 
weighted intervals.
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Complete orthogonal semantic 

space
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The method for making a complete 

orthogonal semantic space
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Comparative analysis of expert 

assessment models

Distinction index
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Fuzzy cluster analysis
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Creating generelized models 

of experts’ assessments
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Fuzzy rating points
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Normed rating points
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Qualification levels
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Qualification levels
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Clusterization

◼ C1 – Not important at all

◼ C2 – Rather unimportant

◼ C3 – Not very important

◼ C4 – Rather important

◼ C5 – Important

◼ C6 – Very important
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Clusterization
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Clusterization
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Clusterization

The      -th object is a typical 

representative of the i-th clusters,

Belonging degrees of the other objects:
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Multiple hybrid fuzzy least-

squares regression
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Weighted interval




d
aa

Ad
aa

A  








 +
=









 +
=

1

0

2

2

1

0

1

1
2

2,
2

2 21

1

?

2a1a
2a

1
a

A
~ 21, AA



18

Distance between fuzzy numbers
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Optimization problem
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Conclusions

➢ Methods of making complete orthogonal 
semantic spaces, as expert assessment 
models.

➢ Methods of comparative analysis of expert 
assessment models.

➢ Method of studying structural composition of 
models’ sets (clusterization)

➢ Methods of making generalized models of 
experts’ assessments. 

➢ Methods of determining rating points of 
objects and groups of objects in the frame of 
several characteristics.

➢ Methods of making multiple hybrid fuzzy 
least-squares regressions (linear and 
nonlinear) based on weighted intervals.


